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Abstract

This paper presents a metric to measure similarity between users, which is applicable in collaborative filtering processes carried out in recommender systems. The proposed metric is formulated via a simple linear combination of values and weights. Values are calculated for each pair of users between which the similarity is obtained, whilst weights are only calculated once, making use of a prior stage in which a genetic algorithm extracts weightings from the recommender system which depend on the specific nature of the data from each recommender system. The results obtained present significant improvements in prediction quality, recommendation quality and performance.

1. Introduction

The basic principle of recommender systems (RS) is the expectation that the group of users similar to one given user, (i.e. those that have rated an important number of elements in a similar way to the user) can be used to adequately predict that individual’s ratings on products the user has no knowledge of. This way, a trip to Senegal could be recommended to an individual who has rated different destinations in the Caribbean very highly, based on the positive ratings about the holiday destination of “Senegal” of an important number of individuals who also rated destinations in the Caribbean very highly. This suggestion (recommendation) will often provide the user of the service with inspiring information from the collective knowledge of all other users of the service.

In recent years, RS have played an important role in reducing the negative impact of information overload on those websites where users have the possibility of voting for their preferences on a series of articles or services. Movie recommendation websites are probably the most well-known cases to users and are without a doubt the most well studied by researchers [19,4,22], although there are many other fields in which RS have great and increasing importance, such as e-commerce [15], e-learning [9,5] and digital libraries [26,27].

Currently, the fast increase of Web 2.0 [18,23] has led to the proliferation of collaborative websites in which the number of elements that can be recommended (e.g. blogs) can increase significantly when introduced (and not only voted) by the users, which generates new challenges for researchers in the field of RS, at the same time as it increases the possibilities and importance of these information retrieval techniques.

The core of a RS is its filtering algorithms: demographic filtering [20] and content-based filtering [21] are the most basic techniques; the first is established on the assumption that individuals with certain common personal attributes (sex, age, country, etc.) will also have common preferences, whilst content-based filtering recommends items similar to the ones the user preferred in the past. Currently, collaborative filtering (CF) is the most commonly used and studied technique [12,24], it is based on the principle set out in the first paragraph of this section, in which in order to make a recommendation to a given user, it first searches for the users of the system who have voted in the most similar way to this user, to later make the recommendations by taking the items (holiday destinations in our running example) most highly valued by the majority of their similar users.

The most significant part of CF algorithms refers to the group of metrics used to determine the similitude between each pair of users [14,17], among which the Pearson correlation metric stands out as a reference.

Genetic algorithms (GA) have mainly been used in two aspects of RS: clustering [16,17,28] and hybrid user models [10,13,2]. A common technique to improve the features of RS consists of
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initially carrying out a clustering on all of the users, in such a way that a group of classes of similar users is obtained. After this, desired CF techniques can be applied to each of the clusters, obtaining similar results but in much shorter calculation times; these cases use common genetic clustering algorithms such as GA-based K-means [17].

The RS hybrid user models commonly use a combination of CF with demographic filtering or CF with content-based filtering, to exploit merits of each one of these techniques. In these cases, the chromosome structure can easily contain the demographic characteristics and/or those related to content-based filtering.

The method proposed in the article uses GA, but with the advantage that it does not require the additional information provided by the hybrid user models, and therefore, it can be used in all of the current RS, simply based on CF techniques. This is due to the fact that our method only uses the rating of users (which is the least possible information in any RS).

The following section defines the proposed method (GA-method) and the prior processing required using GA, after this, we present the sections which specify the design of experiments carried out and the results obtained, finally we list the most relevant conclusions from this study.

2. Design of the new similarity method

The fundamental objective is to improve the results of CF by obtaining a metric that improves the accuracy [12,7,11,8] of CF based RS. For this purpose, after a series of experiments carried out on different metrics, different levels of sparsity [25,6] and different databases, we have obtained an original, simple and efficient approach which improves the usual results obtained in RS.

2.1. Values

We will consider a RS with a set of U users, \{1, ..., U\}, and a set of I items \{1, ..., I\}. Users rate those items they know with a discrete range of possible values \{m, ..., M\} where m usually represents that the user keeps completely unsatisfied about an item, and a value M usually represents that the user is completely satisfied with an item. RS normally use m with value 1 and M with value 5 or 10. In this way, the range of possible ratings is usually \{1, ..., 5\} or \{1, ..., 10\}.

The ratings made by a particular user x can be represented by a vector, \( \mathbf{r}_x = (r_{x}^{(1)}, r_{x}^{(2)}, ..., r_{x}^{(I)}) \) with dimension I (the number of items in the RS) in such way that \( r_{x}^{(i)} \) represents the rating that the user x has made over the item i. Obviously, a user may not rate all the items in the RS. We will use the symbol * to represent that a user has not rated an item. Consequently, we use the expression \( r_{x}^{(i)} = * \) to state that the user x has not rated the item i yet.

Next, we will consider an example. We will consider that \( m = 1 \) and \( M = 5 \) (that is to say the possible set of ratings is \{1, ..., 5\}), there are nine items, \( I = 9 \), and there are two users whose ratings are represented by the following \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \) vectors:

\[
\mathbf{r}_1 = (4.5, *, 3.2, *, 1.1, 4.3)
\]

\[
\mathbf{r}_2 = (4.3, 1.2, *, 3.4, *, 3.2)
\]

As may be seen, while the user 1 has rated the item 5, \( r_{1}^{(5)} = 2 \), the user 2 has not rated the item 5 yet: \( r_{2}^{(5)} = * \).

In order to compare both vectors, \( \mathbf{r}_1, \mathbf{r}_2 \), we can consider another vector \( \mathbf{v}_{xy} = (v_{xy}^{(0)}, ..., v_{xy}^{(M-m)}) \) whose dimension is the number of the possible ratings that a user can make over an item. Each component \( v_{xy}^{(j)} \) of the vector \( \mathbf{v}_{xy} \), represents the ratio of items, j, rated by both users (that is to say, \( v_{xy}^{(j)} \neq * \) and \( v_{xy}^{(j)} \neq * \)) and over which the absolute difference between the ratios of both users is \( i = \left| (r_{x}^{(i)} - r_{y}^{(i)}) \right| \), to the number of items rated by both users. That is to say, \( v_{xy}^{(j)} = a/b \) where b is the number of items rated by both users, and a is the number of items rated by both users over which the absolute difference in the ratings of both users is \( i \).

In this way, the vector \( \mathbf{v}_{x2} \) for the previous example is the following (just observe that there are only 5 items rated by both users 1 and 2):

\[
\mathbf{v}_{x2} = (1/5, 1/5, 2/5, 1/5, 0)
\]

All components of the vector \( \mathbf{v}_{x2} \) are divided into 5 since there are 5 items rated by both users. The component \( v_{xy}^{(5)} \) represents the ratio of items which both users rated identically to the number of items rated by both users. In the previous example, \( v_{x2}^{(5)} = 1/5 \), since there is only one item (the item 1) which both users have rated identically (that is to say, \( r_{x}^{(1)} - r_{y}^{(1)} = 0 \)). In the same way, \( v_{xy}^{(M-m)} \) represents the ratio of items rated in opposite way by both users, to the number of items rated by both users. In the previous example, \( v_{x2}^{(2)} = 2/5 \), since there are exactly two items, item 2 and item 9, such that \( r_{x}^{(2)} - r_{y}^{(2)} = r_{1}^{(9)} - r_{2}^{(9)} = 2.0 \).

2.2. Similarity

We will consider a family of similarity functions. For each vector \( \mathbf{w} = (w^{(0)}, ..., w^{(M-m)}) \) whose components lie in the range \([-1, 1]\) (that is to say, \( w^{(j)} \in [-1, 1] \)), we will consider the following similarity function:

\[
\text{sim}_{w(x,y)} = \frac{1}{M - m + 1} \sum_{i=0}^{M-m} w^{(i)} |r_{x}^{(i)} - r_{y}^{(i)}|
\]

Consequently, for each vector \( \mathbf{w} \), there is a similarity function whose component, \( w^{(j)} \), represents the importance of the component \( v_{xy}^{(j)} \) for calculating the similarity between two users (according to this similarity function). In this way, the similarity function associated to the vector \( \mathbf{w} = (1, 0.5, 0, -0.5, -1) \) represents a similarity function such that:

- Since \( w^{(0)} = 1 \), this similarity function evaluates highly positively the number of items rated identically.
- Since \( w^{(4)} = -1 \), this similarity function evaluates highly negatively the number of items which have been rated in opposite way (\( w^{(4)} = -1 \)).
- Since \( w^{(2)} = 0 \), this similarity function takes no consideration of those items over which the difference between the ratings made by both users is 2.
- Since \( w^{(3)} = 0.5 \), this similarity function evaluates with a positive intermediate value those items over which the difference between the ratings made by both users is 1.
- Since \( w^{(3)} = -0.5 \), this similarity function evaluates with a negative intermediate value those items over which the difference between the ratings made by both users is 3.

The question related to obtain the most suitable similarity function represented by a vector \( \mathbf{w} \) for a recommender system depends on the nature of the data in this recommender system. We will try to find, among all the possible vectors \( \mathbf{w} \), one representing a similarity function which provides a minimal Mean Absolute Error (MAE) in the recommender system. In order to obtain this similarity function, we will use a genetic algorithm.
3. Genetic algorithm

In order to find an optimal similarity function, \( \text{sim}_w \), we use a genetic algorithm to find the vector \( w \) associated to the optimal similarity function \( \text{sim}_w \).

We use a supervised learning task (Goldberg, 1989) whose fitness function is the Mean Absolute Error (MAE) of the RS. In this way, the population of our genetic algorithm is the set of different vectors of weights, \( w \). Each individual, that is to say each vector of weights, represents a possible similarity measure (see (1)), for which we will evaluate the MAE of the RS using this similarity measure. While running our genetic algorithm, the successive population generations tend to improve the MAE in the RS. Our genetic algorithm stops generating populations when MAE in the RS for a vector of weight is lower than a threshold, \( \gamma \) (which has been previously established).

As usual, we use only a part of the whole recommender system (training users and training items) in order to obtain an optimal similarity function. Once obtained this similarity function, we carry out our experiments to evaluate the similarity function obtained by using only the test users and the test items (that is to say, those users and items which have not been used in the GA algorithm).

3.1. Genetic representation

As usual, individuals of populations are represented in binary form as strings of 0s and 1s. As we have previously stated, in our genetic algorithm, each vector of weights, \( w \), representing a similarity vector is a possible individual of the population. Each component \( w_i \) in the vector of \( w \) will be represented by 10 bits. Consequently, the vector \( w = (w^0, \ldots, w^{M-m}) \) will be represented by the following string of 0s and 1s (with a length of \( 2^{10(M-m+1)} \) bits):

\[
b_0 b_{M-m} \cdots b_M b_0 b_{M-m} b_M b_{M-m} \cdots b_0 b_{M-m} b_M b_{M-m} \cdots b_0 b_{M-m} b_M b_{M-m} \cdots b_0 b_{M-m} b_M b_{M-m} \cdots b_1 b_1 b_1 b_1 \]

where each component of the vector \( w_i \in [-1, 1] \) can be obtained through the following expression:

\[
w_i = \frac{2\sum_{j=1}^{9} 2b_i}{2^{10} - 1} - 1 \quad (2)
\]

3.2. Initial population

In order to choose the population size, we have considered the criterion of using a number of individuals in the population which is the double of the number of bits used to represent each individual [3]. Consequently, when using Movielens and Netflix the initial population will be of 100 individuals, in view that in both recommender systems \( M = 5 \) and \( m = 1 \), but when using FilmAffinity (where \( M = 10 \) and \( m = 1 \)) the initial population would be of 200 individuals. Table 1 shows the precise information used in our experiments.

In order to generate the initial population we have considered the following criteria:

- The 50% of the initial population is obtained using random values.
- The 50% of the initial population is seeded in areas where optimal vectors \( w \) may lie.

In this way, the value \( w_0 \) measures how the similarity function weights the number of items rated identically by two users. Consequently we can reasonably expect that an optimal similarity function will have a high positive value of \( w^0 \). In this way, the value \( w^0 \) of individuals will be chosen randomly to lie within a high positive range of values. In the same way, the value \( w^{M-m} \) (\( w^{M} \) for Movielens and \( w^{M} \) for FilmAffinity) measures how the similarity function weights the number of items rated in a totally opposite way by two users. Consequently we can reasonably expect that an optimal similarity function will have a high negative value of \( w^{M-m} \). In this way, the value \( w^{M-m} \) of individuals will be chosen randomly to lie within a high negative range of values.

Next, we will show the ranges used to seed the 50% of the initial population.

With the Movielens and Netflix Recommender System (\( m = 1 \) and \( M = 5 \)):

\[
w_0 \in [1, 0.6], \quad w_1 \in [0.6, 0.2], \quad w_2 \in [0.2, -0.2], \quad w_3 \in [-0.2, -0.6], \quad w_4 \in [-0.6, -1]
\]

With the FilmAffinity Recommender System (\( m = 1 \) and \( M = 10 \)):

\[
w_0 \in [1, 0.8], \quad w_1 \in [0.8, 0.6], \quad w_2 \in [0.6, 0.4], \quad w_3 \in [0.4, 0.2], \quad w_4 \in [0.2, 0], \quad w_5 \in [0, -0.2], \quad w_6 \in [-0.2, -0.4], \quad w_7 \in [-0.4, -0.6], \quad w_8 \in [-0.6, -0.8], \quad w_9 \in [-0.8, -1]
\]

3.3. Fitness function

The fitness function of a genetic algorithm is used to prescribe the optimality of a similarity function \( \text{sim}_w \) (for the individual \( w \)). In our genetic algorithm, the fitness function will be the Mean Absolute Error (MAE) of the RS (indeed we only use the training users and the training items since we are trying to find an optimal similarity function) for a particular similarity function \( \text{sim}_w \) (described in Eq. (1)).

The MAE is obtained by comparing the real ratings with the predicted ratings made according to the similarity function. In order to calculate the MAE of the RS for a particular similarity function, \( \text{sim}_w \), we need to follow the next steps for each user \( x \):

1. Obtaining the set of \( K \) neighbors of \( x \), \( K \) (the \( K \) most similar users to a given user \( x \)), through the similarity function \( \text{sim}_w \) defined in Eq. (1).
2. Calculating the prediction of the user \( x \) and an item \( i, p'_i \). This is obtained through the Deviation From Mean (DFM) as aggregation approach:

\[
p'_i = \bar{r}_x + \sum_{i \in K} \frac{\text{sim}_w(x, n) \times (r'_i - \bar{r}_x)}{\sum_{i \in K} \text{sim}_w(x, n)}
\]

where \( \bar{r}_x \) is the average of ratings made by the user \( x \).

Once every possible prediction according to the similarity function \( \text{sim}_w \) is calculated, we obtain the MAE of the RS as follows:

\[
\text{fitness} = \text{MAE} = \frac{1}{\#U} \sum_{u \in U} \sum_{i \in I_u} |p'_i - r'_u| / \#I_u
\]

When running the genetic algorithm, \( \#U \) and \( \#I_u \) represent respectively the number of training users and the number of training items rated by the user \( u \).
3.4. Genetic operators

As usual, our genetic algorithm uses the common operators in genetic algorithms: selection, crossover (recombination) and mutation. Since we have obtained quick satisfactory results using these three classical operators, we have not used other possible operators like migration, regrouping or colonization-extinction. The features of our genetic operators are:

- Selection. The chosen method is the fitness proportional selection. That is to say, the selection probability of an individual depends on its fitness level.
- Crossover. We use the one-point crossover technique. The crossover probability is 0.8.
- Mutation. We use a single point mutation technique in order to introduce diversity. The mutation probability is 0.02.

3.5. Reproduction and termination

When using the reproduction operator, 1000 individuals are generated in each generation using random crossover between the best-fit parent individuals.

The number of individuals keeps constant through every generation. As we have stated above, the population is 100 when using Movielens and Netflix as recommender systems and 200 when using FilmAffinity as RS. We only keep the 5% of the best individuals from each generation to obtain the next one (elitist selection).

The genetic algorithm stops when there is an individual in the population with a fitness value lower than a constant $c$. We use $\gamma = 0.78$ for the Movielens and Netflix RS (in these databases, we have that $m = 1$ and $M = 5$) and we use $\gamma = 1.15$ for the RS FilmAffinity (in this database, we have that $m = 1$ and $M = 10$). We have used these values according to the optimal values found in [7].

4. Experiments

4.1. Prediction and recommendation quality measures

In this section, we show different experiments made in order to prove that the method proposed works for any different RS. In this way, we have used in the experiments the following three different databases (Table 1) of real RS:

- Movielens: This database is a reference in research or RS over the last years. In this database, we can compare the results obtained using our method with the results previously obtained using other methods.
- FilmAffinity: This database contains a large amount of data. This database provides an experiment to prove that our GA method is useful for databases with a large amount of data.
- Netflix: This database offers us a very large database on which metrics, algorithms, programming and systems are put to the test.

Since our method provides high values in the quality measures applied on the three databases, we reduce the danger that the proposed metric may only work for a specific RS. As usual, we will use the typical quality measures: Mean Absolute Error (MAE), coverage, precision and recall.

The results of our proposed genetic algorithm are compared with the ones obtained using traditional metrics on RS collaborative filtering: Pearson correlation, cosine and Mean Squared Differences. These baseline metrics are used to compare our results obtained from the genetic algorithm with the ones obtained from these metrics.

The genetic algorithm described previously is run 20 times. Each time the genetic algorithm runs, it provides a similarity function $\text{sim}_{\vec{w}}$ associated to the vector $\vec{w}$ (see Equation (1)). Associated to this similarity function, $\text{sim}_{\vec{w}}$, we calculate the typical quality measures: MAE, coverage, precision and recall. For each quality measure we show graphics depicting the best (labeled ‘BestGA’) and worse value (labeled ‘WorstGA’) obtained through the 20 runnings. The area between them is displayed in grey color. Each graphic is described with the results obtained with the metrics: Pearson correlation (COR), cosine (COS) and Mean Squared Differences (MSD).

As we have stated above, we only use a part of the whole RS (training users and training items) in order to obtain an optimal similarity function. Once obtained this similarity function, we carry out our experiments using only the test users (the users which are not used in the GA algorithm) and the test items (the items which are not used in the GA algorithm).

When using Movielens and FilmAffinity, we use 20% of users (randomly chosen) as test users and 20% of items (randomly chosen) as test items. We use the rest 80% of users and items as training users and training items. When using Netflix, we also use 20% of items as test items but we only use 5% of the users as test users due to the huge number of users in the database.

The constant $K$ related to the number of neighbors for each user, varies between 50 and 800. These values enable us to view the trends on the graphics. The precision and recall recommendation quality results have been calculated using different values of $N$ (number of recommendations made) from 2 to 20. When using Movielens and Netflix the relevant threshold value is 5, and is 9 when using FilmAffinity (as stated above, while the possible value in the ranking of item is $\{1, \ldots, 5\}$ in Netflix and Movielens, it is $\{1, \ldots, 10\}$ in FilmAffinity). Table 2 shows the numerical parameters used in the experiments.

4.2. Performance experiment

In this section, we describe an experiment which proves that predictions and recommendations can be made much faster when using the similarity function obtained with our GA-method (see Eq. (1)) than when using the traditional metrics (Pearson Correlation, cosine, Mean Squared Differences). Indeed, since the similarity functions in our GA method (see Eq. (1)) are much simpler than the formulae involved in the traditional metrics, we can obtain the k-neighbors for a user much faster (in this way, predictions and recommendations can be obtained much faster).

The experiment designed compares the performance of different similarity measures by calculating the similarity between users

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Main parameters used in the experiments.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$ (MAE, coverage)</td>
<td>Precision/recall</td>
</tr>
<tr>
<td>Range</td>
<td>Step</td>
</tr>
<tr>
<td>Movielens 1 M</td>
<td>(50, ... , 800)</td>
</tr>
<tr>
<td>Film affinity</td>
<td>(50, ... , 800)</td>
</tr>
<tr>
<td>Netflix</td>
<td>(50, ... , 800)</td>
</tr>
</tbody>
</table>
in Movielens. We compare the following similarity measures: Pearson correlation (COR), cosine (COS), Mean Squared Differences (MSD) and the similarity measure obtained with our GA-method.

In this experiment, we have first divided the users in Movielens into two subsets: a subset of 1204 (20% of users which are regarded as test users in Section 4.1); and the subset of the rest of users (80% users, 4832 users). Once divided the database, we have calculated the similarity measure between each user in the first subset of 20% users and each user in the second subset of 80% users.

5. Results

5.1. Prediction and recommendation results

In this section we show the results obtained using the databases specified in Table 1. Figs. 1–3 show respectively the results obtained with Movielens, FilmAffinity and Netflix. As may be seen in these figures, the results obtained for all the quality measures (MAE, coverage, precision and recall) with our genetic algorithm are better that the ones obtained with the traditional metrics.

Next, we will analyze the results according to the three databases:

- **Movielens**: Graphic 1a informs about the MAE error obtained for Movielens when applying Pearson correlation (COR), cosine (COS), Mean Squared Differences (MSD) and the 20 runs of the GA-method. The GA-metric leads to fewer errors, particularly in the most used values of $K$. The black dashed and continuous lines represent respectively the worst and the best result obtained in the 20 times the GA method is run. The grey area contains the area between these lines.

  Graphic 1b informs about the coverage obtained. As may be seen, our GA-method can improve the coverage for any value of $K$ (the number of neighbors for each user) in relation to any traditional metric used. This fact must be emphasized since the new latter similarity metrics which are usually proposed improve the MAE while resulting in a worse coverage [7]. While Graphic 1a shows that the best results in MAE with the GA-method are obtained when using a small value in $K$, Graphic 1b shows that the best results with the GA-method are obtained in coverage using medium values in $K$. In this way, we should use intermediate values in $K (K \in \{150, \ldots, 200\})$ for obtaining the most satisfactory results both in MAE and in coverage.

  Graphics 1c and 1d inform respectively about the precision and recall. These quality measures are improved for any value used in the number of recommendations, $N$. Consequently, the GA-method improves not only the accuracy and the coverage, but also provides better recommendations.

- **FilmAffinity**: The results obtained with this database provide similar results to the one obtained for the database Movielens. As illustrated in Graphic 2a, we can see that our GA-method does not provide so good results in MAE with low $K$ for this database as for MovieLens. However, it provides better results when using high values in $K$. The reader must observe that the ranking values used in FilmAffinity are larger ($\{1, \ldots, 10\}$) than the ones used in Movielens.

As may be seen in Graphic 2b, our GA-method provides best levels in coverage. In the same way, the results obtained for precision and recall (see Graphics 2c and 2d) in this database are similar to the ones obtained for the Movielens database.

- **Netflix**: The results obtained with this database may be used to state that our method can be used for a RS with a large amount of data (see Table 1). Our method provides similar results for this database to the ones obtained for previous databases in both quality prediction measures (MAE and coverage) and quality recommendation measures (precision and recall). Nevertheless, we must emphasize that regarding both MAE (graphic 3a) and precision (graphic 3c) our GA method shows improvements when used in connection to this database.

Fig. 1. Traditional metrics and proposed genetic similarity method comparative results using Movielens: (a) accuracy (Mean Absolute Error), (b) coverage, (c) precision, (d) recall.
5.2. Performance results

Table 3 shows the results obtained in the experiments described in Section 4.2. As may be seen, the time needed to make predictions when using our GA method is 42.44% lower than the time needed when using Pearson correlation.

Table 3
Performance results obtained using: correlation, cosine, MSD and the proposed GA-method.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Correlation</th>
<th>Cosine</th>
<th>MSD</th>
<th>GA-method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>28, 56</td>
<td>29, 19</td>
<td>25, 56</td>
<td>16, 47</td>
</tr>
</tbody>
</table>

5.2. Performance results

Table 3 shows the results obtained in the experiments described in Section 4.2. As may be seen, the time needed to make predictions when using our GA method is 42.44% lower than the time needed when using Pearson correlation.
Since obtaining the k-neighbors for a user takes nearly the whole time for finding the recommending items, the simplicity of the formula used for calculating the similarity function (used for obtaining k-neighbors) is crucial so as to accelerate the process of finding recommendations. Since the formula used in the similarity function in our GA method (see Eq. (1)) is much simpler than the formulae involved in the classical metrics, our similarity functions based on the GA method let us make recommendations faster than the one used for traditional metrics.

6. Conclusions

In this paper we have presented a genetic algorithm method for obtaining optimal similarity functions. The similarity functions obtained provide better quality and quicker results than the ones provided by the traditional metrics. Improvements can be seen in the system’s accuracy (MAE), in the coverage and in the precision & recall recommendation quality measures.

The proposed use of GAs applied to the RS is a novel approach and has the main advantage that it can be used in all CF-based RS, without the need to use hybrid models which often cannot be applied, as in many cases no reliable demographic information or content-based filtering information is available.

The GA-metric runs 42% as fast as the correlation, which is a great advantage in RS, which are highly dependent on equipment overloads when many different recommendation requests are made simultaneously (user to user) or on costly off-line running processes (item to item).
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